**TABLE OF CONTENTS**

**PAGE**

**ACKNOWLEDGEMENTS** i

**ABSTRACT**  ii

**TABLE OF CONTENTS** iii

**LIST OF FIGURES** iv

**LIST OF TABLES** v

**LIST OF EQUATIONS** vi

**CHAPTER**

**1 INTRODUCTION** 1

1.1 Basic Concept of Theory 3

1.2 Decision Rules 4

1.3 Objectives of the Thesis 4

1.4 Preview of the Thesis 5

**2 THEORETICAL BACKGROUND OF THE SYSTEM** 6

2.1 Decision Support System 6

2.2 Data Mining and Knowledge Discovery in Databases 8

2.3 Theory Background 11

2.3.1 Information Systems 13

2.3.2 Indiscernibility Relation 13

2.3.3 Approximation of Sets 14

2.3.4 Accuracy and Dependency of Attributes 14

2.3.5 Discernibility Relation 15

2.3.6 Johnson’s Algorithm 16

2.3.7 Rule Accuracy and Assessment 18

2.3.8 Classifier Performance 18

**3 ROUGH SET THEORY** 20

3.1 Overview of the System 20

3.2 Design of the System 22

3.3 Dataset 25

3.4 Rule Generation 28

3.4.1 Removing Inconsistencies 28

3.4.2 Calculating Dependency 30

3.4.3 Attribute Reduction 30

3.4.4 Attribute Value Reduction 33

3.4.5 Generating Minimum Rules 35

3.4.6 Final Minimum Rules 38

3.5 Apply Generated Rules with Testing Dataset 39

3.5.1 Calculation of Rule Strength 39

3.5.2 Rules with Strength 40

3.5.3 Making Predicted Decision for Testing Data 41

3.5.4 Calculation of Accuracy 42

**4 SYSTEM IMPLEMENTATION** 43

4.1 Overview of the System 43

4.2 Implementation of the System 44

**5 CONCLUSION** 53

5.1 Limitations 54

5.2 Further Extension 54

**REFERENCES** 55